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Abstract: The efficient and effective process of extracting the useful information from high-

dimensional data is a worth studying problem. The high-dimensional data is a big and complex that 
it becomes difficult to be processed and classified. Dimensionality reduction (DR) is an important 
and a key method to address these problems. This paper presents a hybrid approach for data 
classification constituted from the combination of principal component analysis (PCA) and 
enhanced extreme learning machine (EELM). The proposed approach has two basic components. 
Firstly, PCA; as a linear data reduction, is implemented to reduce the number of dimensions by 
removing irrelevant attributes to speed up the classification method and to minimize the complexity 
of computation. Secondly, EELM is performed by modifying the activation function of single 
hidden layer feedforward neural network (SLFN) perfect distribution of categories. The proposed 
approach depends on a static determination of the reduced number of principal components. The 
proposed approach is applied on several datasets and is assisted its effectiveness by performing 
different experiments. For more reliability, the proposed approach is compared with two of the 
previous works, which used PCA and ELM in data analysis. 
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1 INTRODUCTION 

 
The major challenge in developing of information science and data mining (YANG and 
WU, 2006) is utilizing an essential information gathered from high-dimensional original 
data and meeting the requirement of today’s rapidly growing of data which took us to the 
world of Big Data (Lohr, 2008). Therefore, dimension reduction is an important method 
to address the dimensionality problem by removing the redundant or irrelevant 
information that was performed by many kinds of research (Fodor, 2002; Huo and Smith, 
2008; Sarveniazi, 2014; Azar and Hassanien, 2014). In a proposed approach, PCA is used 
as dimensionality reduction method, in addition, applied as preprocessing data in order to 
obtain better performance of the classifier. 
 
Up to now, extreme learning machine (ELM) has more attention for classification and 
regression tasks (Gautam, Tiwari, and Leng, 2015). ELM is extremely fast learning 
model and the capability of time processing that is recognized by many researchers (Cao, 
Chen, and Fan, 2016; Iosifidis, Tefas, and Pitas, 2016; Li, et al., 2016), which is based on 
single hidden layer feedforward neural network (SLFN). ELM was implemented by 
(Huang, Zhu, and Siew, 2006a), where the input weights and values of the hidden layer 
bias were assigned randomly and the output weights of SLFN analytically were computed 
using Moore-Penrose generalized inverse (Fill and Fishkind, 1998; MacAusland, 2014). 
However, there are many approaches have been executed through last few years to 
progress the performance of the classical ELM in several directions (Huang, Wang and 
Lan, 2011; Huang, 2013; 2014; Cao, Chen, Fan, 2014; Iosifidis, Tefas, Pitas, 2015; 
Iosifidis, 2015; Zhang, 2015). Many approaches handle the problem of choosing the 
proper number of hidden nodes by using different techniques (Huang, Chen, and Siew, 
2006b). The incremental extreme learning machine (I-ELM) (Feng, 2009; Huang, Lin 
and Gay, 2008) which increases the number of hidden nodes until it reaches a certain 
error. Castaño Fernández-Navarro and Hervás-Martínez (2013) used the information that 
retrieved from PCA on training data to estimate the number of hidden nodes, and 
Memetic-ELM (Zhang et al., 2016) to get the optimal network parameters according to 
each task. On the other hand, there are a lot of optimization problems for several ELM 
variants are solved (Iosifidis and Gabbouj, 2015; Iosifidis, Tefas and Pitas, 2014).  
 
Although, ELM is fast learning model but cannot treatment noise well, whereas PCA 
organized especially for preprocessing data for both noisy and high dimensional data. So, 
PCA considers complementary to elm to achieve the best performance for data 
classification 
 
In this paper, a proposed approach is determined to improve high dimensional data 
processing and build effective classifier in terms of the speed and the accuracy. The 
proposed approach is based on PCA and ELM named enhanced ELM (PCA-EELM), 
which provides two main contributions. Firstly, PCA is used to reduce the dimension and 
remove the noisy data. Secondly, a new way is proposed to progress ELM performance 
by using another computation function of the hidden layer to arrive at the high accuracy 
rate with the minimum number of hidden nodes. Finally, several numbers of 
classification algorithms were implemented within and without principal component 
analysis (PCA) and compared with the proposed approach to prove the effectiveness and 
efficiency in the tasks of classification. 
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The following sections of this paper are presented as follows: In section 2 is the review of 
all previous works of PCA as dimension reduction technique, ELM as classification 
algorithm and the integration between them. Section 3 shows a background of PCA and 
classical ELM and common classification techniques. In section 4, the details of proposed 
approach (PCA-EELM) and its effectiveness on Big Data. The experimental results of 
PCA-EELM on benchmark sixteen datasets were explained in section 5. Finally, in 
section 6 this paper is concluded and briefly suggestion our future works. 

 2     RELATED WORK 

  2.1     Dimensionality Reduction 

Zhu and others (2017) have proposed the improved dimensionality reduction method. 
This method was based on incremental orthogonal components analysis (IOCA) aims at 
handling the complex process of extracting the useful information from high-dimensional 
data. IOCA can perform the next four functions, which is based on an adaptive threshold 
policy. Firstly, it can keep learning from continually input data; secondly, achieve 
effective orthogonal component learning; thirdly, automatically appreciate and update the 
objective dimension; fourthly, achieve numerically orthogonal components. 
Sharma and Saroha (2015) have proposed the method for dimensionality reduction based 
on principal component analysis integrated with feature ranking. Feature evaluation and 
ranking algorithms aimed at selecting the suitable subset of features but the authors found 
that these algorithms inefficient and impractical for very high dimensionality datasets. To 
address this issue, the output of PCA, which is a set of reduced for uncorrelated features, 
is applied to feature ranking and evaluation. It led to an improvement of computation 
time as compared to using feature evaluation and ranking for all the features. The authors 
have applied their proposed method on breast cancer dataset. 
In the issue of anomaly detection in data traffic, Huang, Sethu, and Kandasamy (2016) 
have determined three defects of the traditional variance-based subspace method, when it 
was used in anomaly detection: (1) the structure of normal traffic is used to compute the 
number of reduced principal components, when the structure of the difference between 
the observed and the normal traffic is relevant during choosing the convenient 
dimensions of anomaly detection; (ii) a fixed determination of the number of reduced 
principal components is inappropriate, when the number of dimensions is variant during 
different periods of time (iii) because of the performance of anomaly detection is very 
sensitive to small changes in the number of dimensions, the method may present weak 
heuristics. The authors presented the distance-based method to anomaly detection 
dimensionality reduction to address these weaknesses of traditional variance-based 
subspace method. The proposed method was based on the metric called the “maximum 
subspace distance”.  
In the gas identification systems, Akbar and others (2016) have analyzed the feature 
reduction algorithms based on a linear discriminant analysis (LDA) and PCA by using 
gas data. The used gas data was extracted using two types of sensors, which are an in-
house fabricated 4x4 tin oxide gas array sensor and 7 commercial Figaro sensors. A 
decision tree (DT) classifier applied to prove the performance of the approaches PCA and 
LDA. Because of DT implementation simplicity and uniform behavior, it is used for 
classification. 
The hybrid Neuro-Genetic method was proposed to predict the coronary heart disease 
level (Murthy and Meenakshi, 2014). The genetic algorithm was used to select feature 
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subset by applying the optimization of a multi-objective fitness function. The authors 
presented several studies which have performed the neuro-genetic method for feature 
subset selection. They have investigated, that initializing the weights of an artificial 
neural network by applying the genetic algorithm, which can exploit the advantage of 
optimization to overcome the faults of the slow convergence of artificial neural network 
and stuck in the local minima. 
Omer and Khurran (2015) have presented the difference of one-dimensional component 
analysis (1D-PCA) and two-dimensional principal component analysis (2D-PCA).  They 
examined two methods by applying these methods to two different types of classification 
techniques; support vector machines (SVM) and k-nearest neighbor (kNN). Instead of 
column vectors, which is used in 1DPCA, 2DPCA used 2D image matrices. The 
eigenvectors, which was inferred from these matrices, resulted in reduced dimensions of 
the images to be used for classification. 
The dimension reduction, which is based on the principal component analysis (PCA) was 
proposed for revisiting the learning problem for pooling (Hosoya and Hyvarinen, 2016). 
The authors showed that by using strong dimension reduction, which is based on the 
principal component analysis, visual spatial pooling can be simply learned. This method 
aimed at ignoring a large part of the spatial structure of the input and thus appreciated a 
linear pooling matrix. They analyzed several different of the pooling models and 
discussed that pooling can be obtained from any type of linear transformation, which 
keeps several of the first principal components and represses the residual ones. 
The algorithm of scalable supervised dimensionality reduction for a number of 
classification tasks has been developed (Raeder, Dalessandro, and Provost, 2013). The 
algorithm carried out the hierarchical clustering (Fouad and Dawood, 2016) in the 
parameters’ model space using historical models to breakdown related features into a 
single dimension. This algorithm was capable to implicitly combine feature and label 
data of all tasks, which needs not operate directly in a large space. 

  2.2     Using ELM and PCA 

In much traditional extreme learning machine (ELM) methods, the basic functions’ 
parameters are randomly produced and need not be tuned, while the weights joining two 
layers, which are the hidden layer and the output layer, are analytically appraised 
(Castano, et al., 2016). The optimal parameters of basic functions, which are identified to 
be included in the hidden layer, are still an open issue. Cross-validation and heuristic 
methods are used to carry out this task. The authors depended on the principal component 
analysis (PCA) and ELM to assess the parameters of basic functions according to the 
parameters of principal components. 
Singh, Chetty, and Sharma (2012) have proposed a combination of the support vector 
machine and the extreme learning machine based on protein structure prediction scheme. 
The integration of CA and the linear discriminant analysis (LDA) are used for 
recognition of multi-class protein fold. The validation of the proposed method 
experiment, which is based on a publicly available protein data set, showed a significant 
performance improvement of the proposed method.  
The algorithm, which is based on modified ELM algorithm (P-ELM) and PCA method, 
was proposed in (Zhang, et al., 2015). The proposed algorithm was capable of reducing 
the number of hidden nodes to reduce the training time. In the simulation part, the authors 
artificially added the specific value of noise to the data, to prove the durability of P-ELM. 
In this research, PCA method was used to handle with the output matrix of hidden layer 
instead of the original data. 
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2.3     Using ELM in classification 

Cao and others (2016) have mentioned that extreme learning machine (ELM) and sparse 
representation classification (SRC) are integrated to address the classification accuracy 
and computational complexity. For this reason, the authors proposed the hybrid classifier, 
which aimed at exploiting the benefits of ELM and SRC. The proposed classifier has two 
stages. In the first stage, the training by supervised learning using ELM network. In the 
second stage, the output of ELM is used to determine whether the image of a query can 
be properly classified or not. If the output is trustworthy, the classification is performed 
by ELM; else the query image is entered to SRC. 
Krishnasamy and Paramesran (2016) provided the ELM to address semi-supervised 
learning problems by applying hessian regularization with ELM. Using hessian 
regularization in semi-supervised ELM algorithms, supported functions whose values 
alter linearly in relation to geodesic distance and maintains the local manifold well. 
Hessian regularization improved the performance of traditional ELM in semi-supervised 
learning. The proposed algorithm provided learning capability and the computational 
efficiency of traditional ELM, particularly in the case of multi-class classification 
problems. 
Zhang and others (2015) have analyzed the pros and cons of different optimization 
methods for ELM. Memetic Algorithm (MA) was used to adaptively define the 
parameters of a network for ELM classification. MA was used to design a search to 
adaptively find optimal parameters of a network for each applied data set. The individual 
memetic calculation processes assure that the parameters of the network adaptively can 
be adjusted and obtain higher classification accuracy. 
Jezowicz and others (2015) used extreme learning machine classification algorithm 
(ELM). ELM is a relatively rapid algorithm, which is based on the single hidden layer 
feedforward of a neural network. The objective of this research is analyzing potentiality 
of ELM implementation upon “CUDA” platform. They presented four various 
implementations of ELM on GPU.  
The implementation of complete GPU of ELM method was presented and applied to 
hyperspectral remote sensing images for purposes of land cover (López-Fandiño, et al., 
2014). In this research, different techniques, which aimed at improving the outcome of 
the traditional ELM classifier, were implemented on GPU. The spectral–spatial 
classification scheme was adopted for hyperspectral images by using a pixelwise spectral 
classifier addition to a spatial segmentation process by watershed utilized to the outcome 
of the robust color morphemically gradient (RCMG).  
Xiang and others (2014) have proposed extreme learning machine method, which scales 
horizontally without collapsing accuracy of detection. They utilized ELM for the model 
of MapReduce programming. The objective of using ELM is classifying intrusion 
attempts.  

3   PRELIMINARIES 

3.1     Principal Component Analysis (PCA) 

Principal Component Analysis (Jolliffe, 2002; Escabias, Aguilera, and Valderrama, 2004) 
is the most common linear technique available for unsupervised dimension reduction 
while preserving as much as possible of the current variation in the original data. 
Although the PCA technique is based on the linear transformation (Van der, Postma, and 
van den, 2008), there are many non-linear techniques, which are not better than 
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traditional PCA on real-world tasks. PCA is capable of computing a linear orthogonal 
transformation to find linearly uncorrelated components (principal components), which 
are a vector that represents for the largest variance (eigenvectors with the largest 
eigenvalues of the covariance matrix) and by removing the dimensions that have the 
smallest variance, then PCA allows us to execute the projection of data from a high 
dimensional to a low dimensional.  
There are two popular methods for implementation PCA technique either using 
eigenvalue decomposition for covariance matrix of data or by singular value 
decomposition (SVD) of a patterns matrix however, the proposed approach focuses on 
the traditional method of (SVD) (Smith, 2002) to compute principal components that are 
the preferred method for numerical data accuracy. The PCA transformation of the data 
defined as  

                                                       (1) 

Where    E denotes the data matrix; and E ∈  

denotes a matrix of eigenvectors that accounts the corresponding eigenvalues, then, 
singular value decomposition is applied to the following equations: - 

                                                      (2) 

Where   ,      are orthogonal matrix, and  

Is a diagonal matrix whose diagonal values are in descending order and other values 

equal zero as follows   

 

Finally, the covariance matrix computed as shown:  

                                                      (3) 

(4) 

There are various previous works exploited PCA algorithm as unsupervised dimension 
reduction. These works are elicited and summarized in table 1. 
 
Table 1        PCA based approaches 

 

PCA based 
Methodology 

Elements Details 

ND-PCA; which is based 
on the matrix of 
covariance and the normal 
distribution linear 
additivity property (Wang 
et al., 2016) 

Problem 
scope: 

Structuring the observations in the PC space using the linear 
additivity property for normal distribution. 

Method 

features: 

The method is capable of exploiting the variance information in the 
original data. It can obtain the analytical results rather than 
approximate results. Also, it has the ability to handle data of normal 
distribution form and other additive distributions. 

Principal component Problem Concluding future ramp estimation from series of power forecast. 
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analysis of wind speed 
time series 
(Heckenbergerova et al., 
2014) 

scope: 

Method 
features: 

In the proposed method, numerical weather prediction (NWP) 
model is not required for producing wind forecasts. It can propose 
accurate forecasting of wind power. 

Future 
trends: 

Other weather parameters will be resolved by linear regression 
models as statistical methods. 

Kernel-based PCA for 
achieving efficient lower 
dimensional scheduling in 
variables linear parameter-
varying (LPV) models. 
(Rizvi et al., 2016) 

Problem 
scope: 

Reducing the number of scheduling variables leads to a reduction of 
computational complexity of design and implementation of LPV 
controller. 

Method 

features: 

Kernel-based PCA is desirable to obtain LPV models of interest in a 
rational form. It aims at extracting efficiently data components 
because of its capability to carry out extraction in a high 
dimensional feature space. The method is able to solve the problem 
of optimization and achieve an affine or rational representation in 
relation to variables of reduced scheduling. 

Adaptive-PCA: novel data 
aggregation mechanism 
for WSNs (Poekaew and 
Champrasert, 2015) 

Problem 
scope: 

Data aggregation is required for reducing consumption of battery 
energy in sensor nodes. 

Method 
features: 

In Adaptive-PCA, PCA is carried out dynamically using the change 
in data sensing. The dimensionality reduction of sensing data is 
used to decrease the data transmission. PCA data accuracy examiner 
assesses the accuracy of sensing data after sensor nodes performed 
the PCA procedure. 

Sparse PCA modeling 
based on the inverse 
power method to gain the 
sparsity of PCA (Raihana 
et al., 2016) 

Problem 

scope: 

Principal components (PCs) can sometimes be complicated to 
explicated because PC represents the linear combinations of the 
variables. 

Method 

features: 

Sparse principal component analysis (PCA) enables to address the 
complication problem. It is suitable to reduce the dimension of 
complex data. It is appropriate as feature extraction for big data 
since the accuracy rate is higher than input data to the classifier. 

Convex Sparse Principal 
Component Analysis 
(CSPCA) applied to 
feature learning (CHANG 
et al., 2016) 

Problem 
scope: 

It is complicated to explicate the results of PCA. Also, the 
traditional PCA is vulnerable to specific noisy data. 

Method 
features: 

Sparse model is considered as a valid measure for feature analysis. 
Combining robust PCA and the recent evolution of sparsity into 
integrated framework aims at leveraging the mutual benefit. The 
proposed method has a capability of mapping the invisible data 
during the training phase. 

Parallel and distributed 
implementation of a 
hyperspectral principal 
component analysis (PCA) 
(Wu et al., 2015) 

Problem 
scope: 

In cloud computing environments, the development of 
dimensionality reduction methods can supply preprocessing of the 
data and efficient storage. 

Method 
features: 

In the proposed method, a parallel model of map-reduce is used, 
taking full features of the high throughput access and high 
achievement capabilities of distributed computing in cloud 
computing environments. It aims at proposing the implementation 
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of the PCA method on Spark platform for a cloud computing. 

Future 

trends: 

Implementing different dimensionality reduction and classification 
methods in cloud computing environments. 

 

3.2     Extreme Learning Machines (ELM) 

Extreme learning machine suggested as highly fast learning method to single hidden layer 
feedforward neural network (SLFN) (Feng, Ong, and Lim, 2013; Feng et al., 2015) for 
classification and regression. The ELM contains three main characteristics; the first is 
that extremely learning speed treats real world classification problems and providing 
good accuracy rate (Huang, Ding, and Zhou, 2010). The second characteristic is 
randomly generating the hidden layer parameters without tuning or local minima, unlike 
conventional feedforward neural network, approaches such as back propagation (BP) 
learning algorithms to overcome local minimum problems and slow learning speed 
(Huang, Zhu, and Siew, 2006). The third characteristic is the output weights of an SLFN 
analytically calculated instead of using the standard gradient descent algorithm (Huang, 
Zhu, and Siew, 2004). 
For these characteristics, ELM is considered as an effective learning algorithm without 
any learning iteration or control parameters as learning epochs; furthermore, ELM has a 

simple structure as shown in figure1. 
 
Figure 1         ELM Structure 

 
 
 
 
 
 
 

 
 
 
 
 
 
 
 

 
Standard ELM structure (Huang, Zhu, and Siew, 2006) requires: (1) input weights 
(randomly generated that connect the input layer to the hidden layer); (2) hidden layer 
biases (randomly assigned); (3) output weights (connect the hidden layer to output layer 
that are analytically computed using simple generalized inverse method "Moore-Penrose" 
(Serre, 2002). 
Hidden layer executes any activation function depend on your purpose such as sigmoid, 
sine, radial basis, hard-limit, symmetric hard-limit, satlins, tan-sigmoid, triangular basis, 
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ridge polynomial, linear and positive linear, fuzzy inference, wavelet, etc. (Huang and 
Chen, 2007). The training set is supposed as: 

 
Where N: number of instances, n: number of attributes and m: number of classes after 
randomly assigns the input weights hence, compute the hidden layer output matrix (H) 
and the output weights (A). 

                  (5) 

Where H is the generalized pseudo inverse of  and T is a matrix containing a 

network target. 
The actual output of ELM model for SLFN can be written as: 

                                 (6) 

 is a number of hidden layers,   is the activation function and  are computed by using 

equation 5. 

 
3.3     Common classification algorithms 

In data mining, the classification was defined as supervised learning model that its 
objective to assign each object to its related class. (Gupte et al., 2014) Classification 
algorithm executed through two main phases. The first phase is the training phase to 
construct the model as classification rules from a training set within predefined classes. 
The second phase is using this model rules to classify the testing set and accuracy rate of 
the classifier that will determine based on the percentage of the patterns that correctly 
classified. There are most widely used classifiers, which are support vector machine 
(SVM), k-nearest neighbor (k-NN), decision tree (DT) and naïve bayes (NB). A short 
review to each classifier is taken in the following paragraphs. 
Support Vector Machine Classifier is an algorithm, which is called the training data set 
support vectors due to its importance in the decision boundary (hyperplane) that 
maximize the separation margin between the two classes in binary classification (Parikh 
and Shah, 2016). SVM is effective to separate any classes that cannot separate linearly or 
in multi-classification task, so SVM is also kernel-based algorithm (Carmeli, De Vito, 
and Toigo, 2008), which transforms the input data space into a higher dimension space to 
separate between classes for nonlinear data using high-dimensional hyperplane, however 
it consumes a high computational power 

K-Nearest Neighbor Classifier that its step learning algorithm is lazy because of its 
dependence on two parameters. The first parameter is a number of neighboring data 
points (k) (Dadhania and Dhobi, 2012; Baoli, SHiwen, and Qin, 2003); where the default 
value of k is 3 however, there are many techniques to choose the ideal values of k and the 
second parameter is a similarity function (Erkan et al., 2011), such as Euclidean distance 
that compares the training sample with test samples. Despite KNN can be effective for 
classification and regression due to its own simplicity, scalability, and good accuracy that 
achieved using its two parameters but has some restrictions such as high computation, 
memory requirements, low tolerance to noise, as well its lazy learner. 

Decision Tree Classifier is a tree structure technique, which represents its classification 
rules as a decision tree that consists of the root node than attaching a set of child nodes to 
this node (Bose and Mahapatra, 2001; Chattamvelli, 2009). A decision tree is defined as 
Boolean function, which its inputs training samples (internal nodes within its own 
property test) and its output are the decision values ("yes, no" or class label) (Han and 
Kamber, 2006) corresponding to leaf nodes and when attributes test can follow a distinct 

branch. The decision tree is the most widely used method in classification (Azar and El-
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Metwally, 2013) so; there are many decision tree types; such as C4.5, C5.0, ID3, CART, 

CN2 etc. Selection of attributes for internal nodes are different from each method (Dai, 
Zhang, and Wu, 2016) for CART is used to Gini-Index while ID3, C4.5, C5.0 uses to 
information gain concept. The classification accuracy of decision tree models can be 
improved by pruning the tree (Niuniu and Yuxun, 2010). Pruning the tree aims at 
removing all branches that represent noise or missing values so can overcome the 
overfitting of data, however, there are different levels of attributes and uncertainty with 
complex computation of data 

Naïve Bayes Classifier is a simple classification technique that can be described as 
Naïve that refers to independence assumption such as class attributes or features and 
Bayes due to its dependence on Bayes rule (Miquelez, Bengoetxea, and Larranaga, 2004). 
The main idea of NB classifier is computing the posterior probabilities of classes (Dey et 
al., 2016; Efron, 2013), is combining a few of observed data to get the actual learning for 
fast classification and to able for handling streaming and discrete data but its only 
disadvantage that supposes independence of features. 
Dimensionality reduction is preprocessing step that reduces the dimensions of data 
without losing. There are two reduction techniques (Vijayarani and Maria Sylviaa, 2016) 
feature extraction (FE) and feature selection (FS). For handling high dimensional data 
requires a higher memory requirements and consumption power so it is necessary to use 
any dimension reduction techniques to transforms data from high dimensional space to 
reduced dimensional space such as PCA, KPCA, ICA etc. 

In this paper, principal component analysis (PCA) is focused as a step to improve the 
accuracy rate, but the proposed algorithm outperforms on all above classifiers with high 
accuracy as shown in comparison tables 5 and 6 at experimental results section.  

4 PROPOSED APPROACH 

 4.1     Enhanced Extreme Learning Machines (EELM) 

The difference between the new proposed EELM algorithm and the standard ELM 
algorithm lies in selection and implementation of the activation function, which it has a 
wonderful effect on the accuracy rate. EELM algorithm implements all basic computation 
functions of the standard ELM, in addition to the effective functions; which are used in 
proposed EELM algorithm. These functions, which are softmax function, softsig sigmoid 
function, and hyperbolic tangent is described in the following paragraphs. 
 
Softmax function is used to minimize the cross-entropy or maximizes the log-likelihood 
(Tang, 2013) it is used as a standard function for classification problems in deep learning. 
That is useful to balance the output neurons of neural networks for classification model 
(Heaton, 2016) which is desired that the probabilities of each class sum to 1. Softmax 
function considers as a general form of the logistic function "sigmoid"(Bishop and 
Christopher, 2006). The main goal of softmax is squashing the arbitrary values of k 
dimensional vector (z) to the real values in the range (0, 1) while a sum of all outcomes 
equals 1(Wikipedia, 2017) and the equation 7 of softmax function written as: 
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                                        (7) 

      For j=1,…, K  and K∶ number of categories 
The output of function interpretable as posterior probabilities, so it used for representing 
categorical distribution that is useful for multi-class classification and multinomial 
logistic regression (Bishop and Christopher, 2006).But in this paper will focus on 
illustration EELM for just classification problems using the softmax function. 

Softsig sigmoid function (Bergstra et al., 2009) is defined as: 

                            (8) 

Hyperbolic tangent sigmoid function is similar to softsig function (Vogl et al., 1988) 
but (exponential instead to polynomial) that is given as: 

                   (9) 

Where                                                                                (10) 

The pseudo-code of the proposed EELM algorithm will be described in table 2. 

 
Table 2       Pseudo code for EELM 

The pseudo-code of EELM 

Input: data matrix(X), number of hidden nodes (l), activation function of hidden 

layer (F) 

Process: 

   step1: Apply cross-validation then splitting data (X) to training set (T) and testing 

set    

   step2: Assign randomly hidden node parameters (wi, bi), i=1, …, l. It refers to 

weight and bias, where wi is the input weights between the input layer and the 

hidden layer and bi is the bias of the hidden layer. 

  step3: Calculate the output matrix H of the hidden layer by using the properly 

selected activation function according to your purpose, but softmax is the basic 

function for classification 

  step4: Calculate the output weight A: A=ginv(H) %*% M (matrix multiplication). 
M is the output of the training set (T), ginv(H) is the Moore-Penrose generalized 
inverse of the hidden layer for output matrix H. 

  step5: After SLFN (single hidden layer feedforward neural network) training, 

calculate the output of test set E: E=H %*%A (matrix multiplication), where E is 

the prediction class label. 

https://en.wikipedia.org/wiki/Multinomial_logistic_regression
https://en.wikipedia.org/wiki/Multinomial_logistic_regression
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Output: The prediction class label E. 

 
4.2     Principle Component Analysis and Enhanced ELM (PCA-EELM) 

A conceptual view of the proposed approach inspired by both of PCA and enhancement 
of ELM as shown previously. PCA-EELM is considered the actually proposed algorithm 
that improves EELM classifier by using a dimensionality reduction phase based on PCA, 
which is a powerful statistical technique, to identify the features in high-dimensional data 
by reducing the dimensions (Good et al., 2010). The main goal is performed by applying 
perfection of the SLFN in classification tasks. The proposed technique has proven to 
work satisfactorily in (binary - multi) class classification tasks through small and large 
data sets; as shown in section of the experimental results. Figure 2 presents the overall 
description of the PCA-EELM. 

Figure 2        Flowchart of PCA-EELM for Classification 

 

The proposed approach requires the preprocessing, Feature selection and splitting data 
phases. Preprocessing phase is requiring before applying EELM classifier to be in the 
adaptable format for easily deal with it. Firstly, converting all features of data to numeric 
values. Secondly, centralize data using the mean centering that calculates the average of 
each value and subtracted from the original data. Thirdly, scaling done by dividing the 
(centered) columns of data by their standard deviations. Feature selection phase which 
involves applying principle component analysis using singular vector decomposition to 
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select all features that have largest variance values as shown previously then projection 
stage which transforms data from high dimensional space to reduced dimensional space. 
Splitting data phase is necessary to obtain the data divided into training data and test data 
rate using cross validation. 

The main objective of EELM classifier is learning of the training set using softmax 
function which is the best activation function for classification tasks when compared with 
other function as explained in EELM section. Finally, the testing phase that predicts the 
class label for unseen data (testing data) to able calculate accuracy rate based on correctly 
classified data         

The integration between PCA and EELM is summarized in pseudo-code of PCA-EELM 
in table 3. 

Table 3       Pseudo code for PCA-EELM 

EELM -PCA code of-The pseudo 

Input: Data matrix(X), Number of hidden nodes (l), Activation function of hidden 
layer (F) 

Process: 

  Phase I:    Preprocessing the data and dimensionality reduction using PCA 

     

    step1: Preprocessing data matrix (X) (convert data to numeric values - scaling 
and centering)             

    step2: Using svd decomposition calculate principle components     

 

 

    step3: Compute conversion matrix                   

 

   step4: Apply PCA transformation to get output matrix(P) 

 

 Phase II:   Enhancement the classification accuracy using EELM 

 

   step5: Apply cross-validation then splitting data (P) to training set (T) and testing 

set    

   step6: Assign randomly hidden node parameters (wi, bi), i=1, …, l. It refers to 
weight and bias, where wi is the input weights between the input layer and the 
hidden layer and bi is the bias of the hidden layer. 

   step7: Calculate the output matrix H of the hidden layer using the proper 
activation function you are selected according to your purpose, but softmax is the 
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basic function for the multi-classification 

   step8: Calculate the output weight A: A=ginv(H) %*% M (matrix multiplication). 

M is the output of the training set (T), ginv(H) is the Moore-Penrose generalized 
inverse of hidden layer output matrix H. 

   step9: After SLFN (single hidden layer feedforward neural network) training, 
calculate the output of test set E: E=H %*%A (matrix multiplication), where E is 

the prediction class label. 

 

Output: the prediction class label E. 

 

 

4.3     Effectiveness of PCA-EELM for big data processing 

Nowadays, the huge data is collected from various online sources in many fields to serve 
customers (Yadav, Wang, and Kumar, 2013). This data is considered so large and 
difficult to be facilely processed using traditional database management and software 
techniques (Hassanien et al., 2015); wherefore, dimensionality reduction is a fundamental 
data preprocessing phase for large-scale data. Dimensionality reduction can be used to 
overcome big data issues regarding their structure, analysis, management, and storage. 
There are different algorithms aims at dealing with this data, however; each algorithm has 
an effective result based on data characteristics such as volume, variety, velocity, and 
veracity. Hence, PCA is applied as a preprocessing phase to handle big data before data 
classification.  

In this study, the effectiveness of the proposed PCA-EELM is proven by using several 
datasets, it achieves good accuracy rate with the lowest computation time according to 
traditional techniques results for the same dataset. 

5 EXPERIMENTAL RESULTS 

The proposed method and all traditional techniques implemented using R (3.3.2) on 
computer specifications of an Intel(R) Core(TM) i3 2.40 GHz CPU and 4.00GB RAM. 
Experimental parameters in the experiments are executed using the values in table 10.  

5.1    Datasets 
Extracting useful information from a large amount of data is considered critical task. The 
proposed approach is evaluated by applying it to sixteen datasets, which were collected 
from UCI machine learning repository (UCI Repository, 2017) and Rdatasets (Rdatasets, 
2016). The selected sixteen datasets have several instances, attributes and included binary 
and multi-class problems. Many traditional classification techniques have tested on six 
datasets to evaluate our proposed algorithm and ten datasets to compare it with the 
previous work within the similar dataset, there are different sizes of the dataset which 
vary from 90 to 101766 instances, and the number of attributes ranged between 3 and 50. 
The used datasets within the previous work were partitioned by a hold-out cross-
validation procedure with (1 / 4) n instances for the testing dataset and (3/4) n instances 
for the training dataset where n is the total number of instance and another datasets were 



   

 

   

   

 

   

   

 

   

   A hybrid approach for improving data classification based on PCA and enhanced ELM    
 

 

    

 

 

   

   

 

   

   

 

   

       
 

partitioned using 10-fold cross validation. As well, the instances within missing values 
have been ignored before execution of the algorithms across the datasets, all datasets 
considers supervised classification problems, the data description as follows in table 4. 

Table 4        Description of dataset 

Datasets #  Observation # Attributes Source 

Cigar 1380 8 
R datasets 

Snmesp-1 5904 6 

letter-recognition 20000 17 UCI Repository 

credit card clients 30001 25 
R datasets 

InstEval 73421 8 

Diabetic data 101766 50 

UCI Repository 

Hepatitis 155 19 

Heart 270 13 

Vote 435 16 

German 1000 25 

Yeast 1484 10 

Ecoli 336 7 

Haberman 306 3 

Ionos 351 34 

Post-Op 90 20 

Diabetes 822 8 

Hepatitis 155 19 

Heart 270 13 

Vote 435 16 

German 1000 25 

5.2     Evaluation Methodology and Measures 
In order to get a more balanced approach, cross-validation procedure (Dietterich, 1985) is 
used for this experiment to overcome the overfitting problem. There are many evaluation 
schemes such as k-fold, hold out, and leave one out cross-validation. In k-fold cross-
validation the initial data is split into k subsamples, each separate sub-sample was 
obtained as testing dataset, and the remains k-1 samples used to form a training set, then 
repeats this process using a random sub-sample to get the average results for k times, 
therefore, after pre-processing phase, training data was conducted using 10-fold cross 
validation for 30 times with search for high-performance parameters and observe the 
average result. In another hand, leave one out cross validation procedure was used with 
3/4 from the total instances for the training dataset and 1/4 instances for testing phase 
while comparing the proposed approach with the previous work. 
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The proposed algorithm is evaluated by performing many performance measures such as 
accuracy (Han, Kamber, andPei 2012; Bradford, Kunz, and Kohavi, 1998), sensitivity 
(Witten, Frank and Hall, 2011; Breiman et al., 1984), specificity (Han, Kamber, andPei, 
2012), f1 score (Asch, 2013), and MCC (Yuan, Cai, and Xiao, 2007). Their main 
formulations are as follows: 

                                              (11)   

   

                      (12) 

 

 (13) 

 

                                                                     (14)  

 

       (15) 
 

Where TP is a true positive, TN is a true negative, FP is a false positive, and FN is a false 
negative. In particular, the proposal approach is compared to various types of 
classification techniques; such as support vector machine, naïve bayes, decision tree, k-
nearest neighbor and standard ELM through six datasets using 10-fold cross validation. 
Also, PCA-EELM is evaluated by comparing it with the previous work. 

5.3    Results and Discussion 
In this section, experimental results presented the proposal approach, which is based on 
SLFN for classification (EELM) and the common dimension reduction technique (PCA). 
Tables 5 and 6 illustrate the comparison between different methods, which are used in 
terms of binary and multi-class classification problems with more detailed results to each 
classifier with applying PCA or without applying PCA. The first observation, the 
proposed approach performs performance measures better than standard ELM before and 
after applying dimensionality reduction technique over all datasets. The second 
observation, with the small dimensional data other classifiers achieved high accuracy 
measures with a small-time computation rather than the proposed approach, however in 
high dimensional data may be reached to high accuracy but with high computational 
power, contrary to the proposed approach that is outperforms all other methods 
effectively in high dimensional data with the lowest time computation as shown in table 
5. 
 
Table 5         Performance parameters calculated based on confusion matrix with 10-fold 
cross validation 

 
Datasets Models         Without Dimensionality Reduction Dimensionality reduction using PCA 

 Accuracy 
(%) 

Time(s) Sensitivity 
(%) 

Specificit
y (%) 

Accuracy 
(%) 

Time(s) Sensitivity 
(%) 

Specificity 
(%) 
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Cigar 

SVM 

86.23 2.31 86.23 99.694 93.69 1.6 93.69 99.85 

Snmesp-1 33.29 20.53 33.29 90.47 96.65 11.42 96.84 97.68 

Letter-recognition 97.60 415.17 97.58 99.90 98.4 230.32 98.33 99.93 

Credit card clients 99.94 639.37 87.25 99.98 99.94 370.51 87.25 99.98 

InstEval 25.43 301.35 21.65 80.48 97.87 111.48 97.65 97.99 

Diabetic_data 98.72 21973.17 99.84 98.99 99.20 1082.25 99.11 99.32 

          

Cigar 

NB 

84.71 3.54 84.7 99.66 99.58 2.58 99.85 99.99 

Snmesp-1 15.955 13.46 15.955 87.993 98.54 9.56 98.52 99.93 

Letter-recognition 94.72 42.73 94.72 99.78 98.05 28.73 98.05 99.92 

Credit card clients 84.297 55.06 40.666 85.516 98.76 33.68 98.73 99.99 

InstEval 24.04 78.89 20.5 80.14 96.68 59.7 97.77 98.16 

Diabetic_data 98.17 500.57 97.92 98.76 99.45 72.88 99.24 99.99 

          

Cigar 

DT 

99.98 0. 72 99.98 99.99 100 0.67 100 100 

Snmesp-1 15.22 0.35 15.226 87.889 93.54 0.22 94.78 94.97 

Letter-recognition 95.68 8.87 95.69 96.58 96.96 1.31 96.88 97.46 

Credit card clients 53.47 10.75 16.57 89.75 99.99 5.24 87.50 99.99 

InstEval 23.32 17.9 19.49 79.85 59.3 9.80 60 89.8 

Diabetic_data 98.97 57.06 98.76 98.99 99.50 14.16 99.48 99.62 

          

Cigar 

KNN 

78.18 0.72 78.98 99.51 98.89 0.59 98.99 99.65 

Snmesp-1 37.12 2.14 38.53 91.01 97.83 1.3 97.83 99.69 

Letter-recognition 98.14 37.68 97.99 99.92 98.3 18.69 98.02 99.92 

Credit card clients 66.76 179.94 67.81 93.24 98.38 108.16 80.34 90.66 

InstEval 53.26 255.52 52.51 88.19 59.31 149.66 59.99 89.81 

Diabetic_data 64.84 7539.16 65.90 86.45 64.88 208.60 55.73 86.42 

          

Cigar 

ELM 

3.01 0.39 3.02 97.87 6.52 0.25 6.72 93.38 

Snmesp-1 9.99 0.53 12.20 90.28 12.26 0.44 12.88 88.24 

Letter-recognition 8.97 1.92 9.28 96.44 12.97 1.15 13.98 96.68 

Credit card clients 39.41 4.41 12.54 87.61 40.56 2.56 12.71 87.79 
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InstEval 39.84 1.18 12.14 87.97 24.04 0.9 20.05 80.01 

Diabetic_data 45.53 52.78 24 76 46.41 16.73 25.11 75.08 

          

Cigar 

EELM 

65.31 1.31 67.23 99.67 98.99 1.01 98.78 99.85 

Snmesp-1 99.92 1.73 99.88 99.97 99.94 1.12 99.89 99.99 

Letter-recognition 21.02 2.51 22.62 98.28 99.03 1.92 99.64 99.85 

Credit card clients 39.52 2.75 12.08 87.96 98.54 2.04 98.62 98.99 

InstEval 97.45 2.29 97.77 98.20 98.99 2.00 99.81 99.95 

Diabetic_data 46.54 28.89 26.38 76.12 96.28 6.21 95.88 99.89 

 
 
Table 6        Other performance parameters  

 

Datasets Models Without Dimensionality Reduction Dimensionality reduction using PCA 

      MCC AUC F1 MCC AUC F1 

Cigar 

SVM 

0.8628 0.9067 85.80 0.93760 0.9344 93.67 

Snmesp-1 0.3622 0.5661 32.89 0.9681 0.9673 97.46 

Letter-recognition 0.9751 0.9894 97.59 0.9834 0.9973 98.39 

Credit card clients 0.8733 0.8911 87.34 0.9786 0.9681 98.34 

InstEval 0.2037 0.5157 15.77 0.9997 0.9999 99.98 

Diabetic_data 0.9888 0.9848 99.95 0.9944 0.9906 98.35 

        

Cigar 

NB 

0.8343 0.8144 82.85 0.9985 0.9947 99.58 

Snmesp-1 0.1633 0.4987 10.29 0.9948 0.9932 99.34 

Letter-recognition 0.94629 0.8952 94.7410 0.9798 0.9572 98.05 

Credit card clients 0.2018 0.3558 7.20938 0.9804 0.9681 97.03 

InstEval 0.2085 0.5091 24.993 0.9623 0.9766 97.14 

Diabetic_data 0.9846 0.991 98.756 0.9931 0.9899 98.22 

        

Cigar 

DT 

0.9987 0.9991 99.95 0.9999 0.9997 99.99 

Snmesp-1 0.1525 0.5461 9.93 0.9854 0.9826 99.46 

Letter-recognition 0.9782 0.9844 98.77 0.9831 0.9882 99.20 

Credit card clients 0.5980 0.6404 56.32 0.8749 0.9821 87.49 

InstEval 0.1005 0.4814 10.51 0.7013 0.7598 60 
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Diabetic_data 0.9989 0.9988 99.99 0.9999 0.9999 99.99 

       

Cigar 

KNN 

0.7707 0.7667 77.14 0.9837 0.9885 98.68 

Snmesp-1 0.4037 0.5438 38.25 0.9755 0.9873 97.69 

Letter-recognition 0.9814 0.9894 98.20 0.9878 0.9908 98.39 

Credit card clients 0.3668 0.5333 38.12 0.8254 0.9599 82.72 

InstEval 0.5202 0.5134 52.62 0.7012 0.5999 59.99 

Diabetic_data 0.5341 0.5944 57.12 0.5372 0.5991 57.20 

       

Cigar 

ELM 

0.0143 0.1333 1.33 0.0357 0.1850 3.50 

Snmesp-1 0.0794 0.1976 4.98 0.1264 0.212 7.12 

Letter-recognition 0.1123 0.3773 8.17 0.1528 0.4228 12.68 

Credit card clients 0.2869 0.3597 11.76 0.2889 0.4006 11.96 

InstEval 0.11389 0.4997 10.72 0.1222 0.5367 17.95 

Diabetic_data 0.1325 0.4541 12.98 0.1548 0.5000 16.60 

       

Cigar 

EELM 

0.6716 0.6577 66.72 0.9878 0.9799 98.88 

Snmesp-1 0.9988 0.9854 98.85 0.9989 0.9882 98.99 

Letter-recognition 0.2286 0.3940 21.96 0.9987 0.9947 99.64 

Credit card clients 0.1018 0.2331 10.21 0.9865 0.9765 97.52 

InstEval 0.9785 0.9744 97.99 0.9812 0.9889 99.10 

Diabetic_data 0.2695 0.4970 25.01 0.9635 0.9699 95.83 

 
The complementary strength between PCA and EELM cannot be achieved when merging 
PCA with any classifier techniques, therefore in all cases PCA with EELM yields the 
highest accuracy and the smallest time more than PCA with any other classifier as shown 
in  table 7 that  summarizes the mean percentage of performance measures that are 
calculated for each classification algorithm according to a given dataset by averaging 
computation time, accuracy, sensitivity, specificity, f1scores, area under ROC curve and 
Matthews's correlation coefficient. These results, which are based on the proposed 
approach PCA-EELM classifier, achieve the highest accuracy rate average up to 98.62 % 
and the lowest average computation time up to 2.38 (s). The effectiveness of PCA-EELM 
was ensured by calculating the average of TPR, TNR and F1 scores which are 98.77%, 
99.75%, 98.32% respectively; in addition, average values for MCC and AUC achieved 
0.9861 and 0.9830 respectively. Figures 3, 4, and 5 display the plots of all used 
performance measures of the experiments. Figure 3 shows mean computation time to 
each technique across six benchmark data sets, so PCA-EELM has the lowest mean 

computation time according to other techniques. It can be observed from figures 
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4 and 5 that the highest values for all performance parameters were owned to the 
proposed approach.   
 

Table 7      The mean performance values for multi-classifiers within and without 
dimensionality reduction through common six datasets. 

 
 
Figure 3      Mean of Computation Time for all classifiers 

 
 
 

Model 

 Mean Performance Values 

Accuracy 

(%) 

Time(s) Sensitivity 

(%) 

Specificity 

(%) 

MCC AUC F1 (%) 

SVM 73.53 3891.98 70.97 94.91 0.7109 0.8089 69.89 

PCA-SVM 97.62 301.26 95.47 99.12 0.9769 0.9762 97.69 

NB 66.98 115.70 59.07 91.97 0.5564 0.6773 53.13 

PCA-NB 98.50 34.52 98.69 99.66 0.9848 0.9799 98.22 

DT 64.44 15.82 57.61 92.17 0.6378 0.7750 62.57 

PCA-DT 91.54 5.23 89.77 96.97 0.9240 0.9520 91.02 

KNN 66.38 1335.86 66.95 93.05 0.5961 0.6568 60.24 

PCA-KNN 86.26 81.16 81.81 94.35 0.8351 0.8542 82.44 

ELM 24.45 10.20 12.19 89.36 0.1232 0.3369 8.32 

PCA-ELM 16.05 3.67 15.24 86.86 0.1468 0.3761 11.63 

EELM 61.62 6.58 54.32 93.36 0.5414 0.6236 53.45 

PCA-EELM 98.62 2.38 98.77 99.75 0.9861 0.9830 98.32 
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Figure 4      Average of Accuracy, Sensitivity, Specificity, and F1 scores for all 
classifiers 

 

Figure 5       Average of AUC and MCC for all classifiers 

 

Moreover, the performance of PCA-EELM is proved by assessing it against PCA-ELM 
and LDA-PCA-ELM in the previous works (Castaño, Fernández-Navarro, and Hervás-
Martínez, 2013; Castaño et al., 2016) respectively. Table 8 indicates that proposed PCA-
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EELM improves the accuracy on the previous work of PCA-ELM with minimum number 
of the hidden nodes over ten benchmark datasets, so that PCA-EELM considers 
competitive approach if it compared to the common technique (PCA-ELM), which was 
presented in (Castaño, Fernández-Navarro and Hervás-Martínez, 2013). 
Table 8        Comparison between previous work and proposed algorithm 

 

 
 
 Finally, by comparing with the proposed approach and the previous work, it is 
observed that prediction results of PCA-ELM that visualized in  figure 6 is very 
poor, however the sample of prediction results for PCA-EELM which visualized in  
figure 7 is very good because softmax function interprets The output as posterior 
probabilities, so it used for representing categorical distribution that is useful for 
multi-class classification and multinomial logistic regression, so these figures 
demonstrate the difference of results between before and after the enhancement of 
ELM, which illustrates the classification ability of PCA-EELM, is higher than PCA-
ELM. 

 
Figure 6      PCA-ELM Predications 

Dataset  (PCA-ELM) Proposed Approach (PCA-
EELM) 

 NHN Accuracy NHN Accuracy 

Hepatitis 12 79.487 10 89.30 

Heart 8 77.941 10 83.08 

Vote 11 92.885 10 94.36 

German 28 76.000 10 69.96 

Yeast 7 51.482 10 89.53 

Ecoli 5 87.882 10 98.90 

Haberman 3 76.315 10 97.23 

Ionos 17 86.363 10 98.14 

Post-Op 9 81.818 10 95.94 

Diabetes 6 72.875 10 99.18 

Mean 10.6 78.304 10 91.562 

https://en.wikipedia.org/wiki/Multinomial_logistic_regression
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Figure 7       PCA-EELM Predications 

 

Table 9 shows the results of an improvement version of the previous work of (LDA-
PCA-ELM) (Castaño et al., 2016). Our main contribution to improve LDA-PCA-ELM 
algorithm is using the enhanced ELM instead of the standard ELM to overcome the 
weakness of overall accuracy for LDA-PCA-ELM with minimum number of the hidden 
nodes as presented in detail to each data set in the table 9. LDA-PCA-ELM method was 
applied to fifteen datasets and the result is based on the average values for all data sets. 
 
Table 9      Improvement to the previous work (LDA-PCA-ELM) 
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These results show that the integration of PCA and EELM outperforms any combination 
between PCA and any traditional classifier. The results prove that PCA-EELM 
effectively reduces the noise and irrelevant data from the original dataset as much as 
without losing the basic information in addition to improvement accuracy rate for the 
majority of classification techniques. From comparison results that were graphically 
represented in Figures 8, 9 have shown that time computation of standard extreme 
learning machine and enhancement of extreme learning machine have the lowest time 
because they based on single hidden layer for feedforward neural network with randomly 
assign hidden nodes parameters as represented in figure 8, but in figure 9 there are many 
algorithms that have achieved high accuracy in some cases such as Naïve base and 
decision tree while enhanced ELM achieved high accuracy in all cases that were used in 
experimental results. 

 
Figure 8      Time comparison for all classifiers 

Dataset (LDA-PCA-ELM) (LDA-PCA-EELM) 

 Accuracy Accuracy 

Hepatitis 88.83 97.63 

Heart 85.75 98.64 

Vote 94.65 97.99 

German 77.94 70.25 

Yeast 67.65 91.83 

Ecoli 95.46 99.10 

Haberman 87.21 98.81 

Ionos 89.75 98.95 

Post-Op 91.83 96.93 

Diabetes 90.62 99.52 

Mean 86.966 94.965 
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Figure 9     Accuracy comparisons for all classifiers 
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6 CONCLUSIONS AND FUTURE WORK 

In this paper, the hybrid approach named PCA-EELM is proposed for enhancement data 
processing tasks. In addition to EELM can perform the experiments with low 
computational time and high accuracy rate, it can achieve high-speed learning using a 
single hidden layer for feedforward neural network with randomly assign hidden nodes 
parameters (weights and bias). PCA for dimensionality reduction has been applied in the 
pre-processing phase for mining high-dimensional data.  Notably, PCA is the most 
fundamental method for reducing the high dimensional of linear data. The proposed 
PCA-EELM can be extended to deal with several problems such as nonlinear, dynamic 
process. In the experiments, EELM is compared with several typical classification 
methods through sixteen benchmark datasets in the classification issues. Experimental 
results show that EELM is a competitive approach in the classification performance. The 
basic objective is suggesting a universal approach which can be employed efficiently and 
effectively in various fields. The fundamental limitation of the proposed approach is that 
all experimental result applied on supervised classification problems, what about 
regression and unsupervised problems   

In the future, PCA-EELM approach can be improved in the following two ways. In the 
first way, PCA can be improved to have the ability to deal with the nonlinear 
dimensionality reduction problem, by combining the kernel technique with PCA. In the 
second way, the parallel computing can be used, because the big data or large-scale data 
problems cannot be solved using conventional approaches such as SVM, NB, K-NN, and 
DT. Therefore, Enhanced ELM is intended due of its excellent generalization 
performance that reported from the results and its ability to withstand the computational 
complexity of ELM in SLFN with a large number of hidden layers. So, it is useful to 
solve very large complex dataset problems, because the matrices of the hidden layer will 
be too large for big data problems, which make the computation time impossible. 
Therefore, parallel computation with MapReduce framework can be applied to overcome 
this issue. In the third way, design optimization technique to improve EELM network 
parameters (bias, weight, number of hidden layer) or test EELM on multi-layer 
feedforwad neural network. 
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